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Pivotal to the future of the political economy of artificial intelligence (AI)1—and 

indeed, the future of current technology giants—is the question of whether AI is a 

centralizing technology. When we turn to the existing research on AI’s impact on the 

economy, however, nearly all the attention has been on what we might call the auto-

mation/productivity channel, with discussion centered around whether, when, and 

how the spread of machine learning will automate and/or augment existing jobs (Royal 

Society and British Academy 2018; Frank et al. 2019; Acemoglu and Restrepo 2020). 

In this reading, AI is simply another labor-saving/-augmenting technology in a long 

line of such technologies. Much less attention has been given to how the nature of AI 

today may facilitate the centralization and concentration of capital, but this neglect 

has important consequences. For instance, one of the common arguments made by 

the defenders of today’s technology giants is that their monopoly power is more pre-

carious than it appears because of the ever-present threat of a disruptive innovation 

(Evans 2017; Christensen 2016; Pleatsikas and Teece 2001): IBM’s mainframe mono

poly lost out to personal computers; Microsoft’s personal computing powerhouse lost 

out to mobile; and today’s monopolies will eventually see similar disruption. Yet if the 

nature of the next major technologies is, for example, capital-intensive, and they have 

high barriers to entry, then we have good reason to believe disruption is unlikely. An 

understanding of the political economy of AI is therefore essential for understanding 

the stability of the current balance of power—and also for determining how the tech 

giants are consolidating power and acting strategically today. This knowledge is also 

crucial to our understanding of how the centralization of capital will play out across 

the planetary economy as American and Chinese platforms expand across the planet. 

In response to this gap in the literature, this chapter will examine the question of AI 

centralization in light of three key inputs: data, compute, and labor. Each of these 

inputs offers important insights into the global political economy of AI and its future 

trajectories.

14  Data, Compute, Labor

Nick Srnicek
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The chapter will first examine the industry structure of AI. Far too often, the focus 

lies on the firms that use AI as opposed to the firms that provide AI. The latter, I will 

argue, are more important to understanding the nature of AI’s political economy. The 

second section will show that most research on AI monopolies has been on data as an 

input into the production process, but in the third section, I will set out a schematic 

model of the AI production process that shows data is only one small part of a larger set 

of inputs and tasks.2 The remainder of the chapter will then look at three key inputs—

data, compute, and labor—discussing in turn why data is becoming less competitively 

important, and why compute and labor are becoming more significant. In the conclu-

sion, I will attempt to draw out some initial geo-economic consequences of this new 

perspective on AI and monopolies.

Industry Structure

Within the last few years, each of the world’s top technology companies (all based out 

of the US and China) has begun focusing on AI. Google, for instance, now declares 

itself to be an “AI-first company” and in May 2018 renamed Google Research as Google 

AI (Howard 2018). In March 2018, Microsoft reorganized its entire business and placed 

AI and the cloud together in their own unit (Nadella 2018). Baidu believes that its “stra-

tegic future relies on AI” (Clark 2017). And even more traditional companies like Apple 

and IBM are rapidly shifting to try to become AI-first companies. In contrast to the era 

of mutually exclusive fiefdoms, with platform giants dominating over their own par-

ticular areas, this new era presents an increasing convergence of the major platforms. 

The result is that companies—particularly Alibaba, Amazon, Baidu, Facebook, Google, 

Microsoft, and Tencent—are more frequently bumping up against each other. They are 

no longer just monopolists over particular industries and services, but active oligopo-

lists fighting over an emerging AI and cloud computing sector.

Why are these companies moving into this field? Simply put, the belief (impor-

tantly, it remains a belief) is that AI provision will be an immensely lucrative and 

profitable field that will underpin the future of the global economy. In Marxist terms, 

AI is on its way to becoming a “general condition of production” (Dyer-Witheford, 

Kjosen, and Steinhoff 2019, 46–49)—or what mainstream economists call a general-

purpose technology (Bresnahan and Trajtenberg 1995; Jovanovic and Rousseau 2005;  

Trajtenberg 2018). These are technologies that are not limited to particular sectors of 

the economy but instead have major impacts on production processes across the econ-

omy. Already we see signs of this, with a number of tasks increasingly being taken up 

by machine learning—from medical diagnoses to fraud detection, recommendation 



Data, Compute, Labor	 243

systems to translation services, demand forecasting to logistics optimization, and many 

more. Many of the tasks achievable by contemporary AI are common across businesses, 

and therefore the providers of AI services have large potential markets to tap into. 

Control over AI provision therefore means control over a new, and possibly immense, 

global economy–spanning technology worth perhaps trillions of dollars (Rao and Verweij 

2017; Bughin et al. 2018).

It is not just the largest tech platforms that are getting involved in the AI industry, 

though. Billions of dollars are already being invested in AI research and deployment by 

venture capital, private equity, tech companies, and nontech companies (Bughin and 

Hazan 2017). Numerous countries have launched AI strategy documents with the aim 

of supporting and investing in nascent AI firms (Niklas and Dencik 2020), and venture 

capital investment and start-ups have been growing rapidly over the past decade (Fur-

man and Seamans 2018, 5–6). Crunchbase, the database of start-ups, lists over 20,000 

companies involved in AI as of August 2021.3 We can bring some clarity to this rapid 

proliferation of activity by modeling the AI industry as comprising three distinct actors: 

AI providers, AI start-ups, and AI consumers.

AI providers involve the ownership and provision of the means of production for 

AI. This is currently the preserve and focus of the major platforms, with many of them 

adopting a cloud computing approach, or what is sometimes called “AI as a service.” 

These companies (Alibaba, Amazon, Google, Microsoft, and Tencent, most notably) 

supply hardware, software, and even data for other companies to use. Rather than 

building their own internal AI models, the vast majority of companies are instead rely-

ing on this handful of AI providers to create, host, and maintain their AI models for 

them. The AI providers now offer increasingly industrialized versions of AI: standard-

ized, off-the-shelf, and widely applicable models for tasks like image recognition, voice 

recognition, and natural language processing (Varian 2018, 7; Evans 2019; Clark 2020). 

In cases where AI models need more customization—for example, idiosyncratic data 

that the system needs to be trained on—these AI providers again offer the tools and 

computing power other companies need to perform these tasks. The result is that AI 

is effectively becoming like a utility, whether in the form of preexisting systems and 

services or in the form of the tools necessary to build their own, that firms can pay a 

fee (per inference or even per second) to access.

On a second level, there are the AI start-ups: companies that are creating new, 

artisanal AI services—often pitched at more niche markets than those the generic AI 

providers pitch to and often reliant on proprietary data. These companies are typi-

cally focused on specific problems that the big platforms are not in a position to rec-

ognize (e.g., automating the intricacies of a particular production process), and they 
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tend to create specialized machine learning–based applications to provide solutions. 

These start-ups disprove the idea that the major platforms have “all the data,” as they 

are often built on collecting data that others have ignored (Evans 2018). Google, for 

instance, may have a lot of search data, but it does not (yet) have telemetry data from 

wind turbines. But the AI start-ups that might collect such data still usually remain 

dependent on the AI providers: the storage capacity, the hardware, the database back 

ends, and the pretrained AI models that can then be customized are all rented from 

the major platforms. Yet these services are often quite expensive, with model training 

costing potentially US$100,000+ and with retraining often being necessary because of 

“data drift” (Casado and Bornstein 2020). The result is that the AI providers are rou-

tinely skimming around a quarter of the revenues of the AI start-ups, leaving the latter 

with small margins (Casado and Bornstein 2020).

Lastly, there is that group of firms that could be considered AI consumers: those who 

purchase and use AI services from others. This group includes, at its upper limits, the rest 

of the economy. As competitive pressures drive the adoption of machine learning across 

the economy, ever more firms will become AI consumers dependent upon a handful of 

AI providers (with some mediation by AI start-ups). Research on this group has been the 

primary focus of management literature on AI, as businesses seek to capture more value 

through the use of the technology (Agrawal, Gans, and Goldfarb 2018b; Davenport 2019).

Data and Monopoly

As I noted earlier, few scholars have to date examined the monopolization aspects of 

AI. Yet this monopolization tendency is particularly important insofar as all of the top 

AI companies are based out of the US or China. Even Europe remains far behind in 

terms of amounts invested, data collected, start-up successes, intellectual properties 

patented, and labor available. With this vast global disparity between the two leading 

countries and everyone else, the value created economy-wide by AI is more likely than 

not to be captured predominantly by the monopolists.

Among those who have looked at the potential for AI to create monopolization 

tendencies, two core arguments have emerged. First, there are those who have focused 

on the ways in which the use of AI will lead a handful of AI consumers to capture 

larger and larger market shares. The McKinsey Global Institute, for instance, argues 

that those who more rapidly adopt AI will gain significantly in the coming decades, 

while those who do not will fall further and further behind (Bughin et al. 2018, 39–41). 

These early adopters tend to already be highly digitized and large-scale, and therefore 

primed to take advantage of the benefits that AI might offer (Bughin and Manyika 
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2018). Research in management studies comes to similar conclusions: late adopters 

of AI will struggle because it takes a lot of time and effort to collect data and adapt AI 

systems to local conditions and requirements (Mahidhar and Davenport 2018). Those 

who get a head start on this process are deemed likely to pull away from their competi-

tors (Mahidhar and Davenport 2018). More elaborate accounts have focused on how 

algorithms across a number of firms may interact in such a way as to unintentionally 

create collusion and an oligopolistic market structure (Ezrachi and Stucke 2016, 2015).

If this first series of arguments has applied to the firms that use AI (consumers), a 

second set of arguments applies to both the consumers and providers. Here, attention 

has centered on the role of data in the process of training AI models. This is particularly 

the case for deep learning, which relies upon massive amounts of data, and for which 

research has repeatedly found that more data makes for better AI (Sun et al. 2017). 

Given that the extraction of data is already concentrated in the hands of a few major 

platforms, it is hardly a leap to expect that a technology that relies on that data will be 

similarly concentrated. We might therefore expect the technological requirements of 

contemporary AI to induce a strong tendency toward centralization and concentration 

of capital. Yet the debate so far has been divided.

On the one hand, there are those who are largely skeptical about the possibility 

of machine learning increasing monopolization of providers. Hal Varian, a well-paid 

employee of Google, is the clearest articulator of this position. In his account, AI is 

unlikely to involve increasing returns to scale on the supply side, as the cost of supply-

ing AI software does not significantly decrease after the creation of the software. Whereas 

traditional software could replicate and sell innumerable copies at decreasing marginal 

cost, today’s AI systems instead require updates and other continual improvements that 

mean costs continue (Varian 2018, 16). Neither is AI likely to have demand-side increas-

ing returns to scale, as Varian believes network effects will not operate here—and in the 

cases where they might (e.g., firms choosing an AI provider because it is well-known), 

these are no different than what happens in any other industry. Lock-in, or path depen-

dency, is deemed not to be a major issue either, as developments like containerization4 

enable firms to shift from one AI provider to another (Varian 2018, 19). And lastly, data 

is argued to have decreasing returns to scale, in that while more data may mean more 

accurate predictions from models, it increasingly takes more and more data to eke out 

smaller and smaller predictive gains (Agrawal, Gans, and Goldfarb 2018a, 20–21).

Similar arguments against data’s role in facilitating monopolization come from the 

venture capital firm Andreessen Horowitz. As they note, after a certain point, getting 

the data needed to improve an AI system can become systematically more difficult 

even as the benefit to the predictive accuracy becomes increasingly marginal (Casado and 
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Lauten 2019). New data often overlaps with existing data, the relevant data needed can be 

difficult to find and can involve edge cases, and since it involves edge cases, the number 

of times the data will be relevant can be minimal. The former chair of Barack Obama’s 

Council of Economic Advisors likewise finds in a review of the literature that there is 

“limited evidence of increasing returns to scale for data” (Furman and Seamans 2018, 19).

On the other hand, there are those who argue that, at least under certain conditions, 

data does generate a virtuous cycle that can lead to a handful of firms dominating. 

Agrawal, Gans, and Goldfarb (2018a, 21), for instance, agree with Varian that more 

data may not have increasing returns for technical value but counter that it often does 

have increasing returns for economic value. For example, in many image recognition 

applications, marginally better accuracy may not matter. But in some circumstances 

(e.g., medical diagnoses), an algorithm that is accurate 99 percent of the time will be 

vastly more useful than one that is accurate only 95 percent of the time. In such cases, 

the decreasing returns of data still manifest significant economic advantages. Monopo-

lization can emerge here, as more data will lead to better-quality services, which leads 

to more customers, which leads to more data—and so on (Casado and Lauten 2019). 

And perhaps the boldest version of the argument comes from another venture capital-

ist, Kai-Fu Lee, who is one of the few to also draw out the geopolitical implications of 

this tendency (Lee 2018). As he writes,

First, most of the money being made from artificial intelligence will go to the United States 

and China. A.I. is an industry in which strength begets strength: The more data you have, the 

better your product; the better your product, the more data you can collect; the more data you 

can collect, the more talent you can attract; the more talent you can attract, the better your 

product. It’s a virtuous circle, and the United States and China have already amassed the tal-

ent, market share and data to set it in motion. (Lee 2017)

Here we see that not only is data a facilitator of monopolization, but it will also facili-

tate a planetary concentration of AI’s value in the hands of two beneficiary countries. 

All others, in Lee’s account, will become dependent on the US and China for AI services.

These latter arguments about the significance of data and its potential to create 

virtuous cycles appear far more plausible than the denial of this trajectory. Regulators 

appear to have agreed, with much of the discussion around how to regulate AI com-

panies (with respect to their political economy rather than their ethical applications) 

hinging upon proposals for data sharing. A recent European Commission report, for 

instance, suggests that “where specific circumstances so dictate, access to data should 

be made compulsory, where appropriate under fair, transparent, reasonable, propor-

tionate and/or nondiscriminatory conditions” (European Commission 2020, 13). Simi-

lar policy proposals have been put forward in Germany as well (Nahles 2018).
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AI Production Process

While the focus of existing research on monopolization and AI has been on who 

dominates in data collection, the AI production process involves several other stages. 

Broadly speaking, we can distinguish between four different stages (Dong 2017): data 

collection, data processing, model production, and model deployment/monitoring/

retraining. The first of these, data collection, is the finding of data to feed into and train 

machine learning models.

The second stage is data processing, involving the cleaning up and (often) labeling 

of data. In terms of concrete labor time, this is the most involved part of the entire pro-

cess; it typically requires scores of workers to accomplish. One study, for instance, found 

that this work took around 80 percent of the labor time needed to build an AI system 

(Cognilytica 2019). A raft of new companies has emerged to offer data labeling services, 

often relying on marginalized populations within countries (e.g., prison labor or refu-

gees; see also chapter 9) or marginalized populations globally (e.g., low-wage workers in 

Africa, Asia, and Latin America) (Batha 2018; Cadell 2019; Chen 2019; Gray and Suri 

2019; Metz 2019; Murgia 2019b; Anwar and Graham 2020; see also chapter 6). There is 

an emerging global inequality here, with some businesses in the Global North offering 

more specialized data processing services—and charging higher fees as a result. The pro-

duction of properly labeled data for sensitive issues (e.g., legal classification, driverless car 

data, or medical imagery) requires people familiar with the subject area (Peng 2019). And 

even apparently low-level data labeling—such as facial key-point labeling—increasingly 

demands extraordinary skills: “The task was much simpler a few years ago, when labellers 

only had to put several dots on a human face. Now, facial key-point labelling can involve 

up to 206 dots—8+ on each eyebrow, 20+ on the lips, 17+ along the jawline, and so on” 

(Peng 2019). The need for high-quality labeling is leading to the emergence of an industry 

to provide it, while lower-quality labeling is outsourced to the margins of the planetary 

economy. The growth of the AI economy is following well-worn paths already set out 

by existing global hierarchies.

Once the data has been collected and labeled, the third stage of the AI produc-

tion process is model production: the process of selecting an AI model and feeding 

the data into it in order to train it. This stage often requires highly skilled labor—to 

tune algorithms and other tasks—though it is much less labor-intensive than earlier 

stages. It is, however, computationally intensive—a point to which I will return later. 

Lastly, there is the deployment and monitoring stage. This involves seeing whether 

the model works in practice (e.g., does it produce significant bias problems?), as well 

as updating and retraining old models. The latter is particularly important, as models 



248	 Nick Srnicek

typically degrade over time due to the fundamental limitation that they are trained on 

a finite dataset (Abrahamson 2019). As the world changes, so too do the patterns that 

the model is aiming to mirror, and therefore this final stage of the AI process is often a 

matter of continually retraining models to reflect new data.

With this expanded image of the AI production process in hand, the argument I 

want to make in the remainder of this chapter is that the first two stages are decreasing 

sources of competitive advantage (and decreasing monopolistic footholds), while the 

latter two are becoming the real battleground for who will control AI.5 Yet as we saw in 

the review of the existing literature, the latter two stages are largely ignored in favor of 

a focus on data alone.

Data

Let us deal with a first question that might come to mind. Despite all the attention 

paid to the importance of data and its being lauded as the new oil, why is data losing 

significance as a competitive advantage? The first reason is the general spread of the plat-

form business model and its unique capacities to collect data (Srnicek 2016). Whereas a 

decade ago relatively few companies had platforms and systems in place to monitor and 

record data, today the data-centric business model has become increasingly widespread. 

Whether legacy companies or start-ups, everyone is trying to collect their own proprietary 

data. There are, of course, still significant disparities in the amount of data being collected 

by various firms. But the gap in the amount of data being collected between the compa-

nies collecting vast amounts and the companies collecting none is arguably decreasing.

A second reason why data is losing some of its competitive advantage is the explo-

sive growth of open datasets. For instance, Google subsidiary Waymo’s Open Dataset 

for training driverless vehicles contains nearly 17 hours of video, with labeling for 

22 million 2D objects and 25 million 3D objects (Peng 2019). Google’s Open Images 

Dataset contains 9.2 million photos, with over 30 million labels for almost 20,000 con-

cepts (Kuznetsova et al. 2020). And data is available for even the most niche of interests. 

Clemson University and the University of Essex, for example, released a database of 

4.5 million transcriptions of speeches given in the Irish parliament between 1919 and 

2013 (Herzog and Mikhaylov 2017). As ever more vast and labeled datasets are being 

made available, new companies will have less need to go out and find their own data. 

The problem of how to bootstrap from no data is, simply put, increasingly less of a prob-

lem. To be sure, none of this is to say that the open datasets are equivalent in value to 

proprietary ones—but they do go some way toward lessening the competitive advantages 

of the latter and reducing the problems of bootstrapping training from nothing.
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The final, and potentially most significant, reason for data’s relative decline is the 

emergence of synthetic data. Rather than relying on getting data from the real world, a 

growing number of companies is synthetically creating new data and synthetically aug-

menting low-quality and sparse data. The perhaps best-known examples of this involve 

generative adversarial networks (GANs) creating realistic-looking photos of individuals. 

But others have used GANs to generate videos that algorithms can then be trained on. 

And other researchers have taken small datasets (of plants in this case) and used GANs to 

create more images. After comparing systems trained on the two datasets, the researchers 

found that the larger (part synthetic) dataset ended up having less overfitting and slightly 

more accuracy (Giuffrida, Scharr, and Tsaftaris 2017). Other approaches to synthetic data 

involve artificial environments—often artificial worlds created with videogame engines—

that AI agents interact with and learn from. The explosion of videogame-playing AI, often 

based on reinforcement learning, is one expression of this. Artificial environments offer 

several advantages—if real-world experiments with AI-driven robots take significant 

time, running the same experiments in simulations can be vastly quicker (and safer). 

In this vein, even well-known videogames like the Grand Theft Auto series are being 

deployed as environments to train driverless cars (Li et al. 2017). These environments 

are also becoming industrialized and open-source, with OpenAI Universe including over 

1,000 environments and Facebook releasing the TorchCraft environment for researchers 

to use.

These processes of creating data from nothing are allowing a number of start-ups 

lacking their own data to get past the initial hurdles (Simonite 2018) and have led 

some to argue that synthetic data will lead to the end of any competitive advantage 

in the area of data for the tech giants (Nisselson 2018). But incumbent firms are also 

using these methods, with, for example, Amazon using GANs to create e-commerce 

data, Facebook generating synthetic users to test out its platform, and Google creating 

synthetic skin lesion images to train healthcare AI (Kumar, Biswas, and Sanyal 2018; 

Ahlgren et al. 2020; Kohlberger and Liu 2020). The result of all this may be AI compa-

nies moving from “data competition” to “environment competition” (Clark 2018a). 

As these new approaches to AI continue to gain traction, it is more likely that data will 

become less of a competitive advantage.

Compute

If data collection and labeling are becoming less significant, the other stages of the pro-

duction process are increasingly where AI monopolies and moats are being built. This 

is for two reasons in particular: the concentrated ownership of immense computing 



250	 Nick Srnicek

resources (compute) and the systems and lures built for attracting the small supply of 

high-skill workers.6

With respect to the former, increases in computing power have been driving advances 

in AI—not only during its most recent deep learning incarnation but for many decades 

now (Sutton 2019). In the past decade, we have seen AI models getting larger as well, 

with more parameters than ever before. In 2019, for example, NVIDIA released a model 

with 8.3 billion parameters, while Google released a model with over 50 billion param-

eters (Bapna and Firat 2019; Toole 2019). To meet the immense challenges of training 

these models, AI hardware has been scaling up to data centers and supercomputers. More 

attention is also being given to how to network hundreds and even thousands of graph-

ics processing units (GPUs) together in order to train these massive models (Hazelwood 

et al. 2018; Laanait et al. 2019). The result of all this has been a significant leap forward 

in the computing power being used to train the largest AI systems. Between 1959 and 

2012, the use of compute for training AI systems increased at broadly the same rate as 

Moore’s Law—doubling every 24 months (Amodei and Hernandez 2018). Yet between 

2012 and 2018, there was a 300,000 × increase in the amount of compute used to train 

the largest models—a doubling every 3.4 months. This rapid increase has been fostered 

by better chips and, more significantly, by an increase in the ability to use parallel pro-

cessing (Amodei and Hernandez 2018). Beyond the production stage of models, the 

deployment stage is also ramping up in terms of compute requirements, making some of 

the largest models increasingly unwieldy (Kaiser 2020).

It is, unsurprisingly, the AI providers who are positioned to be able to use and deploy 

the sorts of compute needed for cutting-edge AI. The shift to cloud computing is an 

expression of this, as it is data center–scale computing that is required—and provid-

ers can use GPUs at one point to further their own research and at another point as a 

rental for a small AI start-up. Computing resources are, in turn, an expression of finan-

cial resources. For example, it cost an estimated $35 million to train AlphaGo Zero, 

the groundbreaking self-taught AI program for playing the game of Go (note that this 

does not include the cost of researchers or anything that went into initially building 

the project) (Huang 2018). Data centers are immensely expensive propositions for any 

company. And while detailed figures on the amounts being spent on this infrastructure 

are not available publicly, the financial statements of the big cloud companies all reveal 

tens of billions of dollars being poured annually into fixed capital. Amazon, Micro-

soft, and Google, for example, collectively had $73.5 billion in capital expenditures in 

2019 (Fitzgerald 2020). Far from being immaterial companies, these are significantly 

embodied companies. And as these companies turn to designing their own specialized 

computer chips to gain more speed and power, the entry fees to compete with them 
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are growing. Nearly all the major tech companies are investing in their own designs (e.g., 

Google’s Tensor Processing Units) or buying up smaller chip start-ups (e.g., Amazon’s pur-

chase of Annapurna Labs). The economics of all this again favor the largest tech compa-

nies with the capital to invest in new chip design, buy the chips in data center quantities, 

and deploy them for their own benefit. The capital expenditure required for this scale of 

computing creates extremely high barriers to entry, the result being that AI provision is 

ultimately a market in which only a handful of companies globally stand a chance.

This scale of compute lends itself to further benefits for these companies. First, AI 

systems tend to perform better when they have more compute. As one review of the 

impact of compute notes, “There is a close tie from compute operation rate (e.g., float-

ing point operations, or ‘FLOPs’) to model accuracy improvements” (Hestness et al. 

2017, 13). And while there are diminishing returns to the value of increasing available 

compute, as we saw earlier, significant economic value can still be extracted from even 

marginal increases in accuracy.

More compute also enables companies to train and retrain models much more 

quickly than their competitors. As AI remains an empirical science, it involves running 

a number of experiments to see what works best—tuning hyperparameters, testing on 

data from outside the training set, debugging any problems, and so on. The more rap-

idly a firm can do this, the more rapidly it can deploy models to users. Moreover, as 

the world changes, models degrade and need updating. Again, the more rapidly one 

can retrain models, the better they will perform and the more users they are likely 

to attract. The differentials in speed between an average firm and a major platform 

can be immense. For example, in 2012, to train a model on the ImageNet dataset to 

a 75 percent degree of accuracy took 7–14 days with a single GPU. By 2019, one Chi-

nese company had managed to train a model on the same dataset, to the same degree 

of accuracy, in 75 seconds with 2048 GPUs—a time reduction of 99.9 percent (Clark 

2019). These sorts of advantages can be massive in a rapidly changing world.

Lastly, more computing power enables better research. It allows researchers to try 

ideas at scales that are unavailable to smaller firms. Innovations, as a result, are more 

likely to come from the larger AI providers. These innovations may eventually filter 

down to smaller firms as improvements and efficiencies make them more readily avail-

able. But as one investor puts it, “Having a really, really big computer is kind of like 

a time warp, in that you can do things that aren’t economical now but will be eco-

nomically [feasible] maybe a decade from now” (Levy 2017). More computing power 

also lets researchers explore the boundaries and limits of different approaches in much 

more thorough ways—determining, in one example, whether reinforcement learning 

or evolutionary learning is better for a particular problem set (Clark 2018b). In another 
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instance, Facebook researchers used large-scale training to find faster ways to do machine 

translation (Edunov, Auli, and Ott 2018). Additionally, the rapidity of training lets these 

researchers determine what are unfruitful ventures and what might be productive ave-

nues far more quickly than those who must limit themselves to testing on smaller sys-

tems that may not scale up (Clark 2018c). More compute, in the end, allows the big AI 

providers to more rapidly and effectively research AI possibilities and gain even more 

ground on their competitors.

Labor

To make effective use of compute resources, though, requires workers with the skills to 

put these systems together in the first place. The task of scaling from one GPU to 1,000 

is highly technical and challenging, and workers capable of doing it remain in short 

supply. This leads us to the third key element of monopolization in the AI world: labor.

On the first level, the short supply of these workers means they can often command 

very large salaries. Average salaries for data scientists now range into six figures in 

America. DeepMind, arguably the world’s leading AI center, spent nearly £400 million 

on “staff and related costs” in 2018.7 This means that companies with the cash to spend 

on the best talent are the ones who tend to be winning the race for AI talent. Academia 

has been one of the big losers, with a major brain drain of AI researchers from universi-

ties to companies. Large salaries and access to unprecedented amounts of compute are 

drawing these researchers into the arms of the top AI companies (Murgia 2019a).

Yet beneath the flashy salaries lies a series of much subtler ways in which the AI pro-

viders are channeling talent their way. In particular, the seemingly noncapitalist prac-

tice of releasing their AI software for free in fact obscures a significant capitalist battle 

between the major companies. These open-source frameworks offer a range of premade 

tools, libraries, and interfaces for others to build their AI models with—often based on 

the same tools that companies are using internally. At present, Google’s TensorFlow is 

the most popular in the industry, though others have more niche markets, and Face-

book’s PyTorch is coming to dominate the research sector (He 2019; Kaggle 2019, 19). 

Why would these companies give away such potentially valuable software, though? 

First, these projects invoke what Paolo Virno once called the “communism of capital” 

(Virno 2004, 110).8 Such open-source projects foster and support communities of labor 

that provide inputs back into the software—all for free. The more widely a framework 

is used, the more likely it is that the community will find bugs, add features, and gener-

ally innovate and develop the software in useful ways. And the easiest way to ensure 

widespread usage is through lowering the cost barrier by open-sourcing these projects.
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In addition, a successful framework builds up a community of developers who know 

how to work within a particular company. Graduate students, for instance, who have 

trained with these tools are primed to slide into a corporate position when they leave 

university looking for a career. Frameworks become feeder networks for the emerging 

generations of talent. Such is the importance of these frameworks that other major 

companies have begun working together in an attempt to compete against Google’s 

TensorFlow. Apple and Amazon, for instance, have teamed up to enable applications 

written in Amazon’s MXNet framework to be easily translated into Apple’s Core ML 

framework (Menant and Gupta 2017). Microsoft and Facebook, meanwhile, created 

the Open Neural Network Exchange (ONNX) format, which makes their own frame-

works (CNTK, PyTorch, and Caffe2) interoperable (Boyd 2017). Each of these strategic 

capitalist alliances is an effort to overthrow the current dominance of TensorFlow and 

the advantages that it lends Google. In any case, though, with the channeling of labor 

away from lower-tier companies that the communism of capital entails, all the frame-

works are increasingly controlled by the top-tier AI companies. The powerful grow 

stronger.

Conclusion

The argument I have tried to set out here is that contemporary AI is a monopolizing 

technology but that the often-assumed driver of this tendency—data—is less significant 

than believed. Instead, contemporary AI is increasingly driven by the inputs of com-

pute and labor, and these are forming the real competitive advantages for the largest AI 

providers as they continue to pull away from any possible challengers. Far from being 

a disruptive threat to existing technology giants, AI appears set to further consolidate 

their power. In this conclusion, I will briefly examine some of the important implica-

tions that this analysis might have for uneven planetary economic development.

If data, for instance, were the only key input to the AI production process, one could 

imagine something like a national data commons being sufficient to chart a path for 

digital sovereignty. Take control over data, and you would have taken control of the 

key resource that gives the AI providers their power. This belief, as we saw earlier, seems 

to motivate a number of the policy proposals currently being put forth across Europe. 

However, if compute and labor are also key aspects, it is hard to avoid the conclusion 

that the biggest cloud AI companies, centered solely in the US and China, will continue 

to pull away from the rest regardless of data policies. Other countries and other compa-

nies have not shown an ability to invest the same amount into fixed capital as the top 

American AI firms, nor do they have much capacity to retain talent when a company 
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like Google is willing to pay enormous salaries and give luxurious amounts of research 

freedom to data scientists and other skilled workers.

These companies, moreover, are rapidly stretching their tentacles across the remain-

der of the world. Kai-Fu Lee (2017), for example, paints a plausible picture of US com-

panies carving up the developed world while Chinese platforms expand across the 

developing world. In this possible future, it seems likely that much of the world, devel-

oped or otherwise, will remain relatively low in the AI value chain (Weber 2017). Low-

waged data labeling is already spread across the peripheries, reliant on hyperexploited 

and marginalized workers. There is an unevenness here as well, as we saw earlier, with 

high-skill labeling being brought into the metropole of the AI world. In the world of 

AI consumers, other countries and the US will continue to be able to grab a part of the 

AI value chain. Start-ups can find novel uses of machine learning and apply them to 

new products. Yet they will remain tenants on the clouds provided by the biggest AI 

companies, dutifully paying their rents to these American and Chinese companies. 

Meanwhile, start-ups that appear promising are all too likely to be swallowed up by the 

tech giants. Activity in mergers and acquisitions related to AI, for instance, increased 

by 500 percent between 2013 and 2017. Between 2010 and 2019, Apple made over 20 

AI acquisitions, Google made 14, and Microsoft made 10.9 By comparison, the vast 

majority of the companies that purchased an AI company in that decade only bought a 

single company.10 The largest companies continue to pull away, and the market for AI 

provision continues to consolidate.

This means that in thinking about digital development in the Global South, a focus 

on start-ups is insufficient to overcome existing imbalances. Moreover, the impacts 

on broader ideas of economic development are likely to be significant. Not only is 

the profit of the emerging global value chains for AI being captured by a handful of 

companies, but the secondary effects of that value capture—the conglomeration effects 

and other spillovers from AI growth—are also likely to be concentrated in a handful 

of countries (Weber 2017, 412). To put it starkly, it may turn out that while workers in 

Kampala are spending their poorly paid time labeling images of faces, wealth and talent 

are creating virtuous cycles of local growth in Silicon Valley and Shenzhen. Developing 

countries—and many developed countries—look likely to remain trapped in positions 

of relative digital underdevelopment. The emerging planetary value chain of AI is a 

profoundly unequal one.

Let me conclude with three points. First, as I have argued here, the monopolization 

tendency is not just—or even primarily—a data issue. Monopolization is driven more 

by the barriers to entry posed by fixed capital and the virtuous cycles that compute and 

labor are generating for the AI providers. The academic literature has, to date, largely 
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neglected to examine these elements. Second, a consequence of the preceding argu-

ment is that open-source software is not an alternative so much as a strategic tool for 

these AI platforms. Existing arguments about how large tech companies freely build 

their proprietary empires on top of open-source software must be supplemented with 

attention to the ways in which free—and waged—labor is brought into the companies’ 

ambit via things like open-source frameworks. Lastly, another notable consequence is 

that policy in response to AI development must go beyond the fascination with data. 

If, as I argue, hardware and labor are important inputs too, then opening up data is an 

ineffective idea at best and a counterproductive one at worst. It could simply mean that 

the tech giants get access to even more free data—while everyone else trains their open 

data on Amazon’s servers. If we want to take back control over big tech, we need to pay 

attention to more than just data.

Notes

1.  By “artificial intelligence,” I specifically mean the constellation of machine learning models 

and techniques that have emerged in the wake of the 2012 deep learning revival inspired by the 

ImageNet success of Krizhevsky, Sutskever, and Hinton (2012).

2.  A recent paper by Mucha and Seppälä (2020) has made clear just how narrow most research on 

the economics of AI currently is.

3.  See https://www​.crunchbase​.com​/search​/organization​.companies​/6fc9f338b99a553e2633171

8a9377efc​.

4.  Containerization is a recent development that enables applications to run more easily in any 

cloud environment rather than being built for and able to run in only specific ones.

5.  Thanks to Jack Clark’s Import AI newsletter for initially bringing my attention to the signifi-

cance of other aspects in contemporary AI development and competition. This chapter attempts 

to build on and systematize some of the arguments he has made in his newsletter.

6.  Compute here is a term commonly used in the cloud computing and AI industries to refer to 

computing resources (as opposed to, say, network resources or memory resources).

7.  See https://beta​.companieshouse​.gov​.uk​/company​/07386350​/filing​-history​.

8.  Thanks to Nick Dyer-Witheford, Atle Mikkola Kjolsen, and James Steinhoff for reminding me 

of this reference.

9.  We have not focused on Apple in this piece because their AI strategy is focused more on devices 

than on cloud platforms. While the focus on devices remains lucrative for Apple at the moment, 

AI companies based on cloud platforms appear to be far more significant in their implications.

10.  See https://interactives​.cbinsights​.com​/artificial​-intelligence​-acquisitions​-by​-famga​/​.

https://www.crunchbase.com/search/organization.companies/6fc9f338b99a553e26331718a9377efc
https://www.crunchbase.com/search/organization.companies/6fc9f338b99a553e26331718a9377efc
https://beta.companieshouse.gov.uk/company/07386350/filing-history
https://interactives.cbinsights.com/artificial-intelligence-acquisitions-by-famga/
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